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Abstract 

The current global pandemic has forced many Irish workers to operate from home, placing pressure on human resources 
(HR) departments to care for their employees’ safety and well-being remotely. This paper explores how virtual reality (VR) 
can be used remotely to train staff on post-COVID changes to working on-site in a use case for the Hertz Dublin office. This 
study aimed to determine whether VR could be a more effective remote training method than 2D video presentations with 
Hertz staff. A VR training artefact was designed through a user-centred iterative approach and developed using A-Frame. A 
comparative study of both training methods, VR and video presentation, evaluated the effectiveness, satisfaction, and 
cognitive load using the same training material. The results indicate that remote VR training did not significantly impact the 
effectiveness, satisfaction, or cognitive load. This research will benefit those considering VR as a practical training tool for 
use in the HR sector.  

Abbreviation List 

DOF – Degrees of freedom 

GCB – Google cardboard 

HMD – Head mounted display 

HR – Human resources 

VR – Virtual reality 
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1 INTRODUCTION 

The emergence and spread of COVID-19 has had a significant impact on the global working environment. With 
many people being forced to work from home, companies rely on remote working solutions to keep moving 
forward. While remote working may be the desired option for most, it is not for others. At the Hertz office in 
Dublin, the human resources (HR) and facilities teams have worked hard to apply government guidelines on-
site, so staff have a safe option to return, and these changes need to be communicated to returning staff. There 
are several conventional training methods that employees could, under normal conditions, access. These 
include video presentations, written documentation, PowerPoint slides, and in-person presentations or 
workshops. While some of these can be delivered remotely, methods such as in-person training or workshops 
cannot. With remote working here to stay (Castrillon, 2020), HR training is an area that could potentially utilise 
virtual reality (VR).  

The COVID-19 situation has caused HR departments to use technology to work around this crisis. This 
study focuses on a real company’s need to train staff remotely to work on-site in a COVID setting. VR was 
researched as a possible training tool in the HR sector compared to conventional video presentation training. 

A primary goal of this study was examining the strengths and weaknesses of VR for training and the 
suitability of VR in the HR sector. This investigation was achieved by following the British Design Council’s 
Double Diamond design framework ('Eleven Lessons: Managing Design in Eleven Global Companies. Desk 
Research Report,' 2007). This approach uses divergent and convergent thinking to examine and expand on an 
issue to refine it into a focused solution.  

This approach includes four stages: discover, design, develop, and deliver. The discover stage 
involved an in-depth literature review of the VR training field and conducting primary user research. The user 
research methods used were a small sample targeted survey with Hertz staff, a semi-structured interview with 
the Hertz HR manager, and a focus group comprised of Hertz staff.  

The design stage utilised the data gathered from the user research, following the convergent thinking 
approach of the Double Diamond framework, to form a user persona, an empathy map, and a user journey 
map. These tools helped frame what the problem is and who the solution is for, keeping the project centred 
around the target audience.  

The develop stage explored, using ideation, how the problem can be overcome. Sketches were 
created of possible application flows and features. Primary content was created, such as 360-degree 
photographs for the VR training application. The sketches and ideas were used to create a low-fidelity prototype 
that was iteratively tested with users remotely. There were three cycles of user-centred iterative prototyping, 
with each prototype increasing the fidelity. Adobe XD was used for the low- and mid-fidelity prototypes, and A-
Frame was used to build the high-fidelity VR prototype.  

The deliver stage involved crafting an experiment to compare the high-fidelity VR prototype to a 
conventional, 2D video presentation training. The experiment was a mixed-methods, between-group study 
consisting of two groups (VR vs. Video), each with 15 participants for a total of 30 participants. The study 
involved observing users complete a training task, either with the VR prototype or a 2D video presentation. 
Three questionnaires were used to measure effectiveness, satisfaction, and cognitive load. Following the 
questionnaires, an informal, semi-structured post-test interview was conducted with participants. The 
quantitative data were analysed using the IBM Statistical Package for Social Science (SPSS) to measure the 
statistical significance, and a thematic analysis was performed on the qualitative data to identify patterns and 
provide context for the statistics.  
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This study concludes with a reflection on the experiment results, an outline of how remote testing 
impacted the design decisions, and suggestions for future research in this area.     

2 LITERATURE REVIEW 

The literature review reveals speculative work on VR being used in the HR sector, suggesting a possible solution 
for the current workplace and HR challenges being faced due to the COVID pandemic. This review aims to 
understand what work, academic or practical, has previously been carried out in this area of VR already. Next, 
the state-of-the-art review of VR is addressed, focusing on Google Cardboard, web VR technologies, and use 
cases. A review of training practices in VR and examples of recent research in this area is also included, 
highlighting the strengths and weaknesses of VR training. This review concludes by identifying gaps in the 
current research and opportunities to investigate further. 

2.1 Need for VR Training in the HR Sector 

In today’s COVID environment, working remotely or flexible working is becoming standard for many companies 
now. A survey of 800 HR executives indicated that 88% of staff are currently working from home (Baker, 2020). 
With the VR training market estimated to be near US$6.3 billion by 2022 (Vasilenko, 2019), there is a recent 
increase in academic research and use cases for VR training. In terms of VR in the HR industry, U.S. megastore 
Walmart has already invested in VR as a solution for training and onboarding staff. The VR application helps 
train staff in some areas, such as restocking inventory, dealing with demanding customers and setting 
expectations for hectic seasonal events like Thanksgiving and Black Friday (Incao, 2018). Some research has 
been conducted investigating use cases for VR in companies to aid recruitment and training (Vasilenko, 2019). 
This research reviewed several examples of VR technology already being used already for this purpose. Toyota 
employed a 360-degree video of their campus demonstrating what working there could be like for potential 
recruits. The British Army launched a series of recruitment 360-degree videos that saw significant increases in 
applications following the deployment of the videos on YouTube. As part of this study, the researcher notes that 
there is currently a lack of scientific research for VR applications in the HR domain.  

Another study of VR technology being used in the HR sector found that there are some areas, such as 
recruitment, training, development, personnel evaluation, and basic operational processes, that can benefit 
from using VR applications (Zhao et al., 2019). The outcome from this study was a model of how VR tooling 
can be integrated into different areas of a company (Error! Reference source not found.). 

As illustrated from the research above, there are numerous use cases where VR is starting to be used in 
the HR sector. In addition, there is a vast range of VR devices that differ in features and cost. A comparative 
review and analysis of the state-of-the-art in VR and the different types of devices follows.   

2.2 VR State of the Art 

While VR has been around since the 1960s, with the first use for training purposes in the 1970s (Pantelidis, 
2010), VR has not yet been widely adopted in society. In terms of devices distributed, the leading companies in 
VR are Sony, Google, Facebook/Oculus, Mozilla, HTC, and Microsoft (Tankovska, 2020). VR devices range 
significantly in cost, performance, and levels of user input possible and can be grouped into three categories: 
mobile VR, standalone VR and PC-powered VR (Babich, 2019). Error! Reference source not found. provides 
a breakdown of VR devices into these categories with examples. 
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Table 1. Categories of VR Devices 

Device Category Mobile VR Standalone VR PC-Powered VR 
Device Examples Google Cardboard, 

Google Daydream, 
Samsung Gear  

Oculus Go, Oculus 
Quest,  

Oculus Rift/S, HTC Vive, 
PlayStation VR,  

Degrees of Freedom 
(DoF) 

3 3 (Go) / 6 (Quest) 6 

Device Cost* Low  Medium High 
Device Performance** Low Medium High 

 
* Device Cost based on PCMag review (Greenwald, 2021). Low = <€100, medium = €100-300, high = €300+. 
Note: Devices in the PC-Powered group require a computer and head-mounted display.  
** Device Performance relates to the overall quality of VR experience that can be delivered, including speed, 
resolution, level of interactivity and DoF. Low = Very limited, restricted to the phone used in the headset, medium 
= Not restricted to a mobile phone, high = Capable of delivering high interactivity with top-end graphics and 
resolution  
 
It is worth noting that the Google Daydream, Samsung Gear and Oculus Go have recently been discontinued. 
Reasons provided by the manufacturer (Google) of the Daydream device state this is due to low adoption by 
customers and also developers, with one of the leading customer pain points being their phone battery being 
quickly drained (Robertson, 2020).     

The majority of research and studies in the field of VR tend to use higher specification devices. Generally, 
they are 6 degrees of freedom (DoF) instead of using mobile VR devices. DoF refers to the number of 
dimensions of motion available; a device designated as 3DoF allows for movement on the three orientational 
axes of the head-mounted display (HMD), known as yaw, pitch, and roll, which allows the view in the HMD to 
swivel based on head movement. A 6DoF device also allows for motion on the three positional axes (X, Y, and 
Z), so moving forward, backward, and to the sides is possible (Sherman & Craig, 2003). Google Cardboard 
(GCB) is a very inexpensive and basic VR HMD, comprised of a simple case that can hold a smartphone to 
deliver a VR experience. Compared to other VR devices, GCB has a limited immersive virtual experience. The 
reason for this is fewer DoF and a lower graphics quality. Other limitations of GCB include the following:  

• Only one button to provide user input. 
• 3 DoF as opposed to 6. 
• User’s gaze controls the input. 
• Smartphone can vary in performance (battery, processor, and internet quality)  
These limitations lead to a diminished, less immersive experience for the user of the VR device in 

comparison to Standalone or PC-Powered VR devices.  
However, GCB is the most widely distributed VR device to date, and with its meagre cost (<€5 approx.), it 

offers the most accessible entry point for new VR users (Wohlsen, 2015). The GCB device can and has been 
used to deliver immersive 360-degree video footage. An example of a use case for this is immersive journalism. 
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The New York Times created and promoted, in association with Google, a series of immersive journalism pieces 
delivered through the GCB device (Wohlsen, 2015). 

Having reviewed many aspects of VR devices, the following section examines VR learning and training 
case studies from different sectors that use other VR devices.  

2.3 Training and Learning in VR 

Research into training with VR goes back as far as the 1960s with military flight simulators, and the military is 
still heavily invested in VR training today (Pantelidis, 2010). Early studies on the application of VR education 
tools were conducted on primary school children in the 1990s. These studies indicated that a constructivist 
learning method is key to learning in VR (Youngblut, 1998). A constructivist learning approach helps the learner 
to build their learning instead of providing information to simply be absorbed (Harasim & Harasim, 2018). Later 
research on VR learning and training identified a need for design and development structures and proposed a 
framework intended to guide the design and development of VR learning and training tools to ensure that the 
strengths of VR are utilised to aid the learning process (Chen, 2006). This framework supports the constructivist 
learning approach that was identified in early research.  

There have been several recent examples of VR applications used for training. These applications are 
generally pilot or exploratory case studies testing a novel approach to training and learning. Some sectors that 
have made use of such applications are medical, engineering, and academic.  

2.3.1 Medical Training VR 

A review of a VR application created to aid surgical resident training identified two issues with the existing 
residency training that a new VR app would address (Izard et al., 2018). These issues were a lack of practical 
experience performing surgical tasks and a lack of time observing actual surgeries. The VR application used 
two different approaches to address these issues. Both approaches conveyed visual content differently, which 
had a significant impact on the overall VR experience. The first example portrayed a computer-generated 
environment where the images and graphics appeared game-like, but the user could interact in the virtual space. 
An example of this game-like VR application can be seen in Figure 1.  
 

 

Figure 1. Medical VR training application (Izard et al., 2018) 
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This application was used for the training surgeons to practice performing surgical tasks and procedures. The 
second example used 360-degree imagery and video as a real-world experience with limited interactivity by the 
user. It is worth noting that subtle interactive elements were embedded into the scene, such as relevant learning 
information on monitors rather than floating panels or subtitles. These interactive elements add to user 
immersion by integrating into the environment in a contextual way which aids learning (Gallardo & Rivera, 2020). 
Overall, the results for the VR training were positive. However, it is not clear from this study which approach 
had the most positive impact on learning.   

2.3.2 VR Training for Rail Engineer Cadets  

A comparative study of conventional, classroom-based learning, and a VR training application for rail 
engineering cadets indicated positive learning results  (Randeniya et al., 2019). An adapted version of the NASA 
Task Load Index (TLX), a scale used to measure cognitive load, was used for assessment. The VR group saw 
a significant increase in results when tested practically on a common mechanical fault. The VR group also took 
less time to train in comparison to the conventional learning group. 

2.3.3 Educational VR  

Gallardo and Rivera (2020) conducted a mixed-methods study on a VR learning application tested with data 
science and mathematics students. This involved the use of questionnaires and focus groups with the aim being 
to assess the user experience, usability and learning experience of the participants. The results indicate that 
the strengths of VR for learning are in dynamic experiential or constructivist learning, which was also identified 
in other research (Chen, 2006; Youngblut, 1998). Features that encourage this environment are autonomy, free 
navigation, intuitive interaction, and the first-person point of view. These studies emphasise the importance of 
immersion, presence, and interactivity, also referred to as the three pillars of VR, to create a successful learning 
environment.  

2.3.4 Google Cardboard Testing  

In a comparative study assessing GCB VR against an iPad as a content delivery system for learning, results 
were not as promising as in previous studies (S. H. (Mark) Lee et al., 2017). This study compared an educational 
360-degree video with the same 2D video on an iPad. The results were not strongly in favour of the GCB video, 
concluding that the use of VR is not a suitable replacement for classroom-based learning. However, the study 
did note a higher level of enjoyment and interest in the VR experience. 

2.3.5 Cognitive Load in VR  

Cognitive load is a limitation on working memory while trying to learn something new (Paas, Renkl & Sweller, 
2003). Increased cognitive load, or extraneous cognitive load (Krug, 2014), is a well-known issue in building 
user interfaces. A higher cognitive load will negatively impact the user’s experience (Pierce, Sharp & Rogers, 
2015). Cognitive load in VR training has been documented and researched in a study comparing two variations 
of a VR medical training tool for laryngoscopy surgery (Frederiksen et al., 2020). One variation used a VR HMD, 
and the other was the conventional training simulation using a flat-screen display, as illustrated in Figure 2. The 
study tested secondary-task reaction time to measure the impact on cognitive load. The findings indicate a 
slower response time from participants using the VR training tool due to increased cognitive load.  
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Another study examines the effects of 360-degree videos on cognitive load for participants viewing on 
a computer or VR headset (Barreda-Ángeles, Aleix-Guillaume & Pereda-Baños, 2020). The focus of the study 
was on 360-degree nonfiction storytelling, such as journalism. The strengths of VR, engagement, and 
satisfaction were highlighted but contrasted with the emerging weaknesses of VR, which are being distracted 
and increased cognitive load. The results indicate that participants had a lower focus, recognition, and ability to 
recall information. Being immersed in VR can be distracting and can lead to the viewer missing essential parts 
of the VR experience. This research highlights the impact of VR immersion on cognitive access. Cognitive 
access, which is the precursor to learning (Barreda-Ángeles et al., 2020), refers to how easy learners can 
process new information upon being exposed. VR experiences that deliver essential content by audio, such as 
narration, can distract users by the visuals of 360 imagery/video, so they miss the message that was trying to 
be conveyed. 

 
 

 

Figure 2. VR comparative study measuring cognitive load (Frederiksen et al., 2020) 

2.4 Research Gaps 

There are several advantages and disadvantages in adopting VR as a means of learning and training. The 
strengths in VR for training, highlighted through the literature review, suggest employing constructivist learning 
methods. The first key benefit of VR can provide the first-hand experience of a situation that would be difficult 
or impossible to achieve in normal circumstances. Also, feedback from some studies suggested VR was a more 
satisfying means of training and learning than conventional means. The disadvantages to VR based on the 
research are cognitive load and distraction. These disadvantages can harm the users’ experience of the VR 
application and hinder information retention by 360-degree images distracting users from the content.  
  

The literature in this area lacks examples of research and testing using mobile VR and GCB. The study 
that does test a GCB device does not apply constructivist learning to the experience, shown through multiple 
studies to positively impact learning and training experiences. Also, the examples of cognitive load referenced 
above are in two specific areas: medical training and immersive journalism. There is no research of cognitive 
load in VR for HR training.  
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2.5 Research Questions 

This study seeks to answer the following research questions: 
1. Is virtual reality a more effective tool for training than conventional video presentation means? 

o H0: The virtual training method will not produce higher test scores for content retention 
compared to the video presentation method. 

o H1: The virtual training method will produce higher test scores for content retention compared 
to the video presentation method. 

 
2. Does virtual reality provide more satisfaction in training than conventional video presentation means? 

o H0: There is no significant increase in satisfaction from using the virtual training method 
compared to the video presentation method. 

o H1: There is a significant increase in satisfaction from using the virtual training method 
compared to the video presentation method. 

 
3. Does virtual reality increase the cognitive load when used as a tool for training more than conventional 

video presentation means? 
o H0: There is a significant increase in cognitive load for virtual training compared to the video 

presentation method. 
o H1: There is no significant increase in cognitive load for virtual training compared to the video 

presentation method. 

3 METHODOLOGY 

A mixed-methods approach was followed for this study, meaning that both quantitative and qualitative research 
methods were used (Creswell, 2012). The combination of these methods provided analytical data and 
contextual information, which were used to understand user feedback and results. Given that VR is an emerging 
technology and there is limited existing research in this area, and particularly for HR training using VR, a mixed-
methods approach was essential. This study also applied the British Design Council’s Double Diamond design 
framework. This framework uses divergent and convergent thinking to examine and expand on an issue to 
refine it into a focused solution (Design Council, 2007). Figure 3 illustrates the breakdown of the framework 
applied to this study.   
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Figure 3. Double Diamond stages and outcomes 

As shown in Figure 3, there were four stages to this process, discover, define, develop and deliver. The 
outcomes from each stage were used to inform the next stage. This design process is explored in-depth in the 
design chapter. The following is a high-level account of the methods used in this study with a detailed 
explanation of the experiment. 

3.1 Stage 1: Discover 

The initial stage of the study was the discover stage, which involved gathering primary and secondary research 
to understand the problem and the people affected by COVID and remote training at Hertz.  

3.1.1 Primary Research 

The start of the divergent thinking process involved collecting qualitative and quantitative research in the form 
of a staff survey, an interview with the HR manager and a focus group with staff.  
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3.1.2 Secondary Research 

An in-depth literature and practice review was conducted in the field of VR, as previously discussed. This review 
provided foundational knowledge in VR usage for training and also speculation into the HR application of VR. 
The key findings described in the literature review helped to define the research questions. 

3.2 Stage 2: Define  

The define stage utilised a variety of methods to draw insights from the data gathered in the previous stage. 
The study problem and target user were framed by the creation of a persona, empathy mapping and journey 
mapping.  

3.3 Stage 3: Develop 

The develop stage began with ideation, and this took the form of analysing similar concepts, reviewing VR 
design and development guidelines, sketching, and storyboarding a VR training concept. This VR concept went 
through a user-centred, iterative process where prototypes were made, tested with users, and refined with user 
feedback. The outcome of this stage was a high-fidelity prototype that was tested in the following stage. 

3.4 Stage 4: Deliver (Experiment)  

To answer the research questions listed in section 2.5, an experiment was designed to test the refined VR 
prototype. The experiment ran over a two-week period and was conducted remotely due to the current 
pandemic. The experiment compared the same training content being delivered by two different means: a video 
presentation and a VR application. The content was training material created to educate remote staff on 
changes made in the Hertz Dublin office building to protect against COVID in the workplace. The independent 
variable for this experiment was the content delivery method, which had two conditions: video (the control) and 
VR. The three dependent variables were effectiveness, measured by training content retention effectiveness 
score; satisfaction, measured by System Usability Scale (SUS) score; and cognitive load, measured by NASA 
TLX score. There were three extraneous variables: participant’s VR experience (for the VR group), the testing 
environment (as it was not a laboratory setting), and the device used for the training.  A breakdown of the 
variables for each of the research questions is illustrated in Table 2.   
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Table 2. Variables relating to research questions. 

Research Question Independent 
Variable 

Dependent 
Variable 

Extraneous 
Variables 

Is virtual reality a more 
effective tool for training 
than conventional video 
presentation means? 

Content delivery 
method (Video or VR) 

Effectiveness VR experience, test 
environment, testing 
device 

Does virtual reality provide 
more satisfaction in 
training than conventional 
video presentation 
means? 

Content delivery 
method (Video or VR) 

Satisfaction VR experience, test 
environment, testing 
device 

Does virtual reality 
increase the cognitive load 
when used as a tool for 
training more than 
conventional video 
presentation means? 

Content delivery 
method (Video or VR) 

Cognitive load VR experience, test 
environment, testing 
device 

3.4.1 Participant Sampling 

Thirty participants were recruited for this experiment. These participants were intended to be solely selected 
from Hertz staff, based in the Dublin office. Due to a lack of availability of Hertz staff, non-Hertz staff were also 
recruited. The sample totalled sixteen women and fourteen men. 
 
Recruitment: Permission from the Hertz HR manager and department manager was acquired to recruit staff 
for the experiment. An online survey using Microsoft Forms was posted in the Hertz work channel. This survey 
was left open for one week and included the Motion Sickness Susceptibility Questionnaire (MSSQ). The MSSQ 
was used to filter participants who have a history of motion sickness, as VR can trigger this. From the responses, 
anyone who was interested in further participation left their contact information. Due to lack of availability, the 
survey was later opened to select non-Hertz staff.   

 
VR Screening: The Motion Sickness Susceptibility Questionnaire (MSSQ) was used to screen participants who 
may be susceptible to motion sickness, which can be triggered by VR. This questionnaire asked participants 
about their experience with motion sickness in nine settings (cars, buses, trains, fun-fair rides etc.). The 
questionnaire used a five-point weighted scale ranging from Never Travelled/NA to Frequently Felt Sick. A score 
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is calculated by summing the answers with the higher scores, indicating a greater risk of suffering from motion 
sickness. The MSSQ has been used for professional and academic use-cases for over twenty-five years, but 
its effectiveness and accuracy has been criticised (Golding, 1998). Due to this, the MSSQ was only used as a 
rough indicator, and other precautions were also taken, described in ethical considerations, described in section 
3.4.4 on ethical considerations, in relation to motion sickness for VR participants.       
 
Consent: For gaining recording consent from the participant before the experiment, SignEasy (an online 
documentation software) was used. SignEasy allowed for two-factor verification digital signatures to be used, 
which aided with remote testing. There was no need to print, sign, scan, and email documentation, which helped 
streamline the remote testing session. The consent for VR participants also included a medical advisory form 
with acknowledgement. 

3.4.2 Methods Definition, Evaluation and Justification 

As stated above, this experiment used a mixed-methods approach which can be defined as combining 
qualitative and quantitative research methods in a single study (Creswell, 2012). Quantitative data was required 
to measure the differences between the two groups, video, and VR, for each research question. The quantitative 
method used was an A/B comparative study between the two groups. The qualitative method used was a semi-
structured post-test interview.   
 By using a mixed-methods approach, the research questions could be answered with statistical 
differences from the A/B test and context from the interview. Similar approaches are also taken in other VR 
research by Gallardo and Rivera (2020) and Lee et al. (2017).  

3.4.3 Research Tools and Procedures 

As illustrated in Figure 4, the structure of this experiment was comprised of three stages: Recruitment of 
participants, user testing and analysis of the collected data.  

1. Recruiting participants: This included obtaining permission from Hertz management to test staff, 
filtering participants with the Motion Sickness Susceptibility Questionnaire (MSSQ) that would have a 
high risk of motion sickness, getting consent, providing the research background and details of the 
experiment, and scheduling testing sessions. 

2. User Testing Session: This included conducting an A/B (Video vs VR) test. The participants 
completed a training activity, video, or VR, depending on which group they were in. Then they 
completed questionnaires and a post-test semi-structured interview.  

3. Analysis: The results from the questionnaires and the interviews were analysed, and conclusions 
drawn to answer the research questions.   
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Figure 4. Methodology overview and steps 

Research Tools: The training effectiveness was measured with a custom questionnaire based on specific 
content-related questions. Two well-established scales with high validity were used to measure satisfaction and 
cognitive load, the System Usability Scale (SUS) (Tullis & Stetson, 2004) and NASA TLX (Xiao et al., 2005) 
respectively. The three scales were combined into one MS Forms questionnaire, each separated into sections. 
The participant’s demographic information (age range, VR experience, employment details etc.) were also 
captured at the start of this questionnaire.    
 
Details of the instruments and tools used are as follows:   

1. Effectiveness: This was a custom scale created to measure the content recollection of the 
participants. The questionnaire was comprised of six multiple-choice questions with four answers, only 
one being correct, and only one answer could be selected for each question. The questions were 
related to the content of the training material, the recent changes in the Hertz office relating to COVID 
safety. 

2. Satisfaction: The SUS was used to measure the satisfaction of the participant’s experience with the 
training. It includes ten questions that are measured with a five-point Likert-type scale with responses 
ranging from one (strongly disagree) to five (strongly agree). The scores are calculated using a 
formula, which was done with a custom function in Excel. The total SUS score ranges from zero, lowest 
score, to one hundred, the highest score.  

3. Cognitive load: The unweighted version of the NASA TLX was used to measure the participant’s 
cognitive load. The NASA TLX includes six questions and used a ten-point scale. These questions 
related to mental demand, physical demand, temporal demand, performance effort and frustration. All 
questions except ranged from very low to very high, except performance which ranged from perfect to 
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failure. From the data obtained, an average was calculated for each question. By calculating the mean 
of the combined questions, the total NASA TLX unweighted score was determined.  

4. Post-test Interview: After the participant finished the questionnaires, the interview started. The 
interview was informal and semi-structured. Some questions (Error! Reference source not found.) 

relating to the training experience were asked. The questions were phrased differently between the 
groups but related to the training experience. Most of the questions were open-ended to allow the 
participants to elaborate on their experience. These questions were asked to support the 
questionnaires with qualitative data. 

3.4.4 Ethical Considerations 

Using VR comes with some inherent risks, such as motion sickness and dizziness. Certain people can be more 
susceptible than others to these effects than others. People with medical conditions such as epilepsy, seizures, 
and severe motion sickness run a high chance of facing these issues. This study addressed these risks in 
several ways: 

1. Participants were screened for motion sickness susceptibility using the MSSQ questionnaire (Error! 
Reference source not found.). Only participants with a low score were selected for the VR group. 

2. Before testing, participants were provided with an online consent form. The form listed and explained 
the health risks involved with VR, such as motion sickness, seizures or epilepsy. Anyone who had a 
history of these conditions could not take part in the VR study. 

3. At the beginning of the experiment, each participant was reminded of the health risks. They were also 
advised to remove the VR headset and inform the researcher if they felt dizzy or nauseous. 

3.4.5 Data Analysis  

Quantitative data analysis was conducted with SPSS. Descriptive statistics were calculated, the mean and 
standard deviation was calculated for the relevant variables. An independent sample t-test and Mann Whitney 
U tests, for non-normally distributed data, were performed to ascertain if there were statistically significant 
differences between the two groups (Video vs. VR). All the tests were conducted at an alpha level of 0.05, and 
Cohen’s d was calculated for the mean differences to evaluate effect sizes. 
 Qualitative data was analysed by grouping verbal responses from the post-test interview into themes. 
These themes were referenced against the three research questions areas (Effectiveness, satisfaction, and 
cognitive load). 

4 DESIGN 

The following section elaborates on the research and design methods used and outlines the impact the results 
had on this study.  

4.1 Exploratory Research Findings 

4.1.1 Staff Survey 

A survey was designed and sent to a closed group of Hertz staff in the technology department. From a possible 
fifty-eight responses, thirty-seven were received. The survey captured data on staff demographics, views and 
concerns on COVID, attitudes to working remotely, and feelings regarding returning to work on-site (Error! 
Reference source not found.). The survey used open questions, multiple-choice, and Likert scales to gather 
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qualitative and quantitative data. The survey also captured details for staff wishing to participate in the study 
further. The survey outcome highlighted issues working remotely and a desire to work on-site, along with a 
considerable fear people have of other employee’s attitudes relating to the seriousness of COVID and the new 
work protocols. As this survey only captured data from one department, validation of the attitudes and concerns 
was needed (Farrell, 2016).  

4.1.2 Stake Holder Interview 

An informal, semi-structured interview was conducted with the HR manager of the Hertz Dublin office. While 
interviews are best conducted in person to capture expression and body language (Goodman et al., 2013), this 
interview was required to be remote due to COVID and took place over an MS Teams meeting. Consent for 
recording was obtained over email and verbally. A range of open-ended questions focused on the business’s 
current issues on training staff remotely for COVID protocols in the office and common concerns staff brought 
to the HR team. Some of the questions related to the staff survey to validate if the concerns identified were a 
high priority for the business. The outcome of the interview was clarity on pain points and concerns, direction 
on content and quotes from the business, see Error! Reference source not found. for a summary. 

4.1.3 Focus Group 

A focus group was conducted to verify the identified requirements from the interview with the HR manager were 
aligned with the target audience. The group was comprised of four members of the Hertz staff; all were male. 
Six participants had been scheduled, but two cancelled on short notice. Focus groups should ideally have 
between six and nine participants (Nielsen, 1997). The participants were recruited through the previous survey. 
The focus group lasted thirty minutes; four open questions were asked, focusing on the HR requirements 
intended to spark discussion. After the session ended, the participants were sent on an online form to rate the 
business requirements. The outcome of the focus group prioritised the main concerns of the staff, which mostly 
aligned with the business requirements. See Error! Reference source not found. for details of the focus group 
results. 

4.1.4 Persona and Empathy Map 

The combination of the data gathered from the survey, interview and focus group framed the user’s attitudes, 
motivations, goals and pain points in a persona (Preece et al., 2015). Sarah, the name given to the persona, 
Figure 5, reflects a potential user group of the Hertz HR training. This persona was used to empathise with, and 
stay focused on, the actual users of this training. An empathy map of Sarah was created to gain a deeper 
understanding of the end-users and to help keep decision making focused on the user (Gibbons, 2018). The 
data from the survey, interview and focus group was used to create the empathy map, see (Error! Reference 
source not found.) for details of the empathy map. 
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Figure 5. Sarah, UX persona defined from the user research. 

4.1.5 Journey Map (As-is and To-be) 

An As-is and To-be journey map (see Error! Reference source not found.) were created to help visualise Sarah’s 
process of completing the HR training so each step can be assessed and improved (Custer, 2018). The As-is 
highlights her current feelings and pain points using the video training, and the To-be shows the potential 
improvement using the VR training, illustrated in Figure 6. 
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Figure 6. To-be journey map for Sarah going back to work on-site 

4.2 Design Stage 

Content Creation, Video Training and Storyboard 
Using persona and the key concerns identified from the user research, a number of scenes were roughly 
sketched up to form a storyboard, see Figure 7, which visualised each concern. Primary assets were created 
to build the training video and VR application. These included 2d and 360-degree photos of the Hertz Dublin 
office of all the required scenes and recorded narration of the training script (Error! Reference source not 
found.).  
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Figure 7. Two examples of the rough storyboard of the training scenes 

4.2.1 Competitive Analysis and Review of VR Guidelines 

A competitive analysis was used to identify what similar applications were offering in terms of features. This 
analysis was used to identify common patterns, behaviours, and features from these similar applications. The 
goal of the analysis was to avoid investing time in features that would not be used (Schade, 2013). These 
applications included Google Street view, Real estate sites and Angry Birds VR (Error! Reference source not 
found.). 

Existing web and VR guidelines were reviewed, and Google Daydream assets were used initially. VR 
best practices were followed, see Error! Reference source not found.. for reviewed best practices. The outcome 
of the analysis and review of guidelines was a list of potential features that could be included in the training 
application. Using the MoSCow prioritisation method, these features were grouped into categories of Must have, 
Should have, Could have and Won’t have (Hatton, 2008) as shown in Figure 8.   
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Figure 8. MoSCoW prioritising grid 

4.2.2 Sketching, Storyboard and Application Flow 

Using a VR storyboard template, Figure 9, a range of rough sketches were created to visualise some of the 
features from the MoSCoW exercise. Referencing these sketches, two possible application flows, linear and 
menu (non-linear), were developed illustrating the user’s progress through the VR training. The outcome from 
this process was a storyboard of each scene for both possible application flows.  
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Figure 9. Storyboard of application flow using VR template. 

4.3 Impact on the Design Process 

The discovery research stage and user research informed key aspects of the prototype design, including 
features to be included, composition and layout, user flow and journey through the prototype. The next stage 
was to iteratively test the first sketches with users to validate: 

1. Are UI elements obvious and understandable?  
2. Which flow makes the most sense for the user? 
3. Can users complete the training?   

4.4 Iterative User-Centred Prototyping 

This iterative, user-centred design process followed a build, test, learn approach and concluded with the 
creation of an interactive VR prototype. Each round started with building a prototype, then testing with a small 
sample of users and reviewing the feedback and observations from each test to improve the next prototype. As 
illustrated in Figure 10, the three prototypes ranged from low, medium, to high fidelity. The high-fidelity prototype 
used for the experiment was the third iteration of the design process. As remote testing was a mandatory 
restriction on this process, due to COVID, some creative methods for prototyping were employed, described in 
the sections below.    
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Figure 10. User-centred Iterative approach 

4.4.1 Low-fidelity 

This iteration attempted to benefit from quick, hand-drawn designs. The designs were made accessible for 
remote testing using Adobe XD. 

Prototype Creation. Referencing the storyboard described in section 4.2, detailed hand-drawn illustrations 
were created using an iPad and Procreate drawing software. This process was relatively fast and inspired by 
paper prototyping, where sketches can be tested with users to gain early feedback (Rettig, 1994). The two flows 
identified in the earlier sketches, linear and menu, were created along with a collection of common UI elements. 
The sketches were added to Adobe XD, examples of these digital sketches are shown in Figure 11. Two 
separate prototypes for the two flows were generated; they had minor interactions. A UI preference test was 
also created.  
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Figure 11. Low fidelity digital sketches made with Procreate and Adobe XD 

User testing. A total of six participants tested the low fidelity prototype. The participants were divided into 
two groups to test each of the designed flows, linear and menu. Each of the user-tests was arranged using MS 
Teams. The structure of the tests was as follows: 

1. Briefing and consent 
2. Preference test with UI elements 
3. Task-based observation with a prototype - either flow A (Linear) or Flow B (Menu) 
4. Post-test semi-structured interview 

 
Learnings and improvements. The key results from this round of testing were: 

1. Icons are not intuitive and caused confusion. Text buttons should be used instead.  
2. There was no indication of time/steps remaining in the linear flow. 
3. The menu flow had the highest positive feedback. 

4.4.2 Mid-fidelity 

Prototype creation 
Using Adobe XD with a plugin called ‘DraftXR’, a refined prototype was built that incorporated the feedback 
from the low fidelity prototype. These updates included focusing on and refining the menu-based flow. DraftXR 
allows 360-degree photos as background images in simple interactive prototypes, which can be viewed in VR 
using a mobile device. The 360-images of the Hertz office were added to the XD document and simple user 
interface was designed, which referenced the Google Daydream assets and can be seen in Figure 12. While 
doing some pre-flight tests with the prototype in VR mode, visual lagging issues occurred. These issues could 
cause VR sickness in participants, so a 360-degree web-based prototype was used instead of the VR.  
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Figure 12. Mid fidelity prototype screens creating in Adobe XD 

User testing. The mid-fidelity prototype was tested in one day by three participants. The user test was 
remote and took place on an MS Teams meeting. The participants were selected from the same group that had 
tested the low fidelity prototype. There were three steps in the user testing session: 

1. Briefing & consent 
2. Task-based observation with the prototype 
3. Post-test interview 

 
Learnings and improvements. The key results from this round of testing were: 

1. The menu progression is tedious and is not suitable for this use case. 
2. The web style button is preferred over the icon button. 

4.4.3 High-fidelity - Design Artefact 

A refined, high-fidelity prototype was created using A-Frame and applying the feedback from the mid-fidelity 
testing results, shown in Figure 13. A-Frame, an open-source web-based VR and AR framework, can be used 
to develop VR web applications. The application was built using a local server and hosted with Netlify from the 
experiment. Participants accessed the application using a QR code. Each scene in the application was created 
with a 360-degree image, a voice-over audio clip, an information panel and three interactive buttons. A gaze-
controlled cursor activated the buttons. The buttons were responsible for moving backwards or forward through 
the scenes and for opening the information panel. This prototype was pilot tested using an Android and iOS 
mobile device. The pilot test caught numerous technical issues, such as mobile browser compatibility issues, 
sound issues, the silent mode switch on iOS and the power saving mode turning the screen off. The test script 
was updated to request that the power saving mode was switched off for the test duration. This prototype was 
tested with fifteen participants and provided them with a new GCB headset for the experiment. The participants 
used their own mobile devices for the experiment. A link to the working prototype is available with setup 
instructions (Error! Reference source not found.). 
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Figure 13. High fidelity VR prototype screenshots built with A-Frame 

Limitations to A-Frame. There was a learning curve to using this framework that involved basic frontend web 
development. While the prototype does work across iOS and Android devices with no additional work, there are 
technical issues to be aware of. One of these technical issues was compatibility. Some features only worked 
correctly on newer devices as certain elements used in this prototype required APIs that were only supported 
by the latest browsers. This impacted sound and the visual display.  

5 RESULTS 

Using a mixed-method study, both qualitative and quantitative data were collected to assess the two training 
applications developed. The descriptive statistics of effectiveness, satisfaction and cognitive load were analysed 
using SPSS for Windows version 23.0. A total of 16 (53%) female and 14 (47%) male participants were included 
in this study. In the VR group, only 4 participants had no previous experience of using a VR device. 

5.1 Quantitative Results 

A summary of the results can be found in Table 3 and shows scales, means, standard deviations, p-value and 
Cohen’s d effect size. 

Table 3. Summary of quantitative results 

 Video Presentation (N=15) VR (N=15)   
Variables Mean (SD) Mean (SD) p Cohen’s d 
Effectiveness  4.53 (0.74) 3.8 (1.26) 0.145 0.24 
Satisfaction 89 (9.15) 81.7 (5.78) 0.585 0.23 
Cognitive Load 20.44 (11.74) 22.86 (5.79) 0.479 0.41 

 
Cohen’s d effect size informed that the relationship between the two study groups was small for effectiveness 
and satisfaction (<0.3) and medium for cognitive load (< 0.5). Cronbach’s alphas were calculated to assess the 
internal consistency reliability of all the dependent variables but showed there was poor consistency for all 
(<0.7). The ‘Shapiro Wilk’ test of normality showed that the data for efficiency and satisfaction was not normally 
distributed (<0.5), therefore Mann Whitney U tests were performed to assess statistical significance. An 
independent sample t-test was performed on the cognitive load as it was normally distributed (>0.5). 
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5.1.1 Effectiveness: Is virtual reality a more effective tool for training than conventional means? 

A total of 6 multiple choice questions were asked. The questions were directly related to the training content 
delivered by both prototypes. A correct answer was scored at 1 point, while an incorrect answer at 0 points. 
Thus, the minimum possible score was 0, and the maximum score was 6. The higher the score, the higher the 
effectiveness of the training content was assumed to be. The mean scores for both study groups are presented 
in Figure 14. 
 

 
Figure 14. Mean Effectiveness score for the Video and VR study groups (error bars represent a 95% CI) 

The video presentation group (N=15) was associated with a mean of 4.53 (SD = 0.74). By comparison, the VR 
(N=15) group was associated with a numerically lower mean of 3.8 (SD = 1.26). To test the hypothesis that the 
VR and Video Presentation groups were associated with statistically significant different effectiveness scores, 
a Mann-Whitney test was performed, as the data was not normally distributed. From the data, it can be 
concluded that the effectiveness scores for content retention of the VR group were not statistically significantly 
higher than the video presentation group (U=79.5, p=0.145).  

 
The null hypothesis was accepted. 
H0: The virtual training method will not produce higher test scores for content retention compared to the video 
presentation method. 
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These results suggest that VR does not have a significant effect or impact on the training outcome. Specifically, 
when VR is used instead of traditional means of training, the effectiveness of the training decreases slightly. 

5.1.2 Satisfaction: Does virtual reality provide more satisfaction in training than conventional means? 

The SUS score was used to assess how usable each group found their training. The participants were given a 
total of 10 questions, which they were asked to rank from 1 to 5 based on their level of agreement. The ranking 
ranged from the following: 1 (strongly agree), 2 (agree), 3 (neutral), 4 (disagree) and 5 (strongly disagree). Once 
the data was obtained for each participant, the results were normalised using the SUS reference method to 

produce a percentile ranking. The higher the SUS score, the higher the usability of the training app. 
The mean scores for both study groups are presented in Figure 15. 
 

 
Figure 15. Mean SUS score for the Video and VR study groups (error bars represent a 95% CI) 

The video presentation group (N=15) was associated with an average satisfaction score of 89 (SD=9.15). By 
comparison, the VR group (N=15) was associated with a numerically lower mean satisfaction score of 81.7 
(SD=5.78). To test the hypothesis that the VR and Video Presentation groups were associated with statistically 
significant different satisfaction scores, a Mann-Whitney test was performed, as the data was not normally 
distributed. From the analysis, it can be concluded that the satisfaction scores for the VR group were not 
statistically significantly higher than the video presentation group (U=99.5, p=0.585).  
 
The null hypothesis was accepted. 
H0: There is no significant increase in satisfaction from using the virtual training method than the video 
presentation method. 
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These results suggest that VR does not have a significant effect or impact on the training outcome. Specifically, 
when VR is used instead of Video Presentation, the satisfaction of the training decreases slightly. While there 
was no significant difference between the groups, it is worth noting that the mean SUS score for both groups 
was very high. 

5.1.3 Cognitive Load: Does virtual reality increase the cognitive load used as a tool for training more than conventional 
means? 

The TLX score was used to assess the cognitive load of each group. The participants were given a total of 6 
questions, which they were asked to rank from 1 to 10 based on their level of workload. Once the data was 
obtained for each participant, the unweighted TLX mean was calculated using a NASA TLX calculator (Hart & 
Staveland, 1988). The higher the score, the higher the cognitive load on the user. The mean scores for both 
study groups are presented in Figure 16. 

 

 
Figure 16. Mean NASA TLX score for the Video and VR study groups (error bars represent a 95% CI) 

The video presentation group (N=15) was associated with an average cognitive load score of 20.44 (SD=11.74). 
By comparison, the VR group (N=15) was associated with a numerically higher cognitive load score of 22.86 
(SD=11.74). To test the hypothesis that the VR group and Video Presentation group were associated with 
statistically significant different cognitive load scores, an Independent-Samples T-test was performed, as the 
data was normally distributed. From the analysis, it can be concluded that the cognitive load scores for the VR 
group were not statistically significantly higher than the video presentation group (p=0.479). 
  



31 

The null hypothesis was rejected.  
H1: There is no significant increase in cognitive load for virtual training compared to the video presentation 
method.  
 
These results suggest that the use of VR does not have a significant effect or impact on the training outcome. 
Specifically, when VR is used as opposed to traditional means of training, the cognitive load during the training 
increased slightly. 

5.2 Qualitative Results 

Each of the participants from both groups was interviewed using an informal, semi-structured approach after 
they completed the experiment. The questions asked were different for the two groups, with the VR groups 
questions focusing on the VR experience and the video presentation group being asked about their training 
experience. A thematic analysis was performed (Error! Reference source not found.), the research notes were 
reviewed, coded and grouped (Rosala, 2019). The groups were named and reviewed. An overview of the 
themes identified can be viewed in Table 4. 

Table 4. Summary of the main points of the thematic analysis 

Study 
Group 

Issues Suggestions Comments/ 
Quotes 

Observer notes 

Video Audio issues (2), tech 
issue playing audio 
(1)  

Integrated quiz questions 
(2) 

Straightforward, 
easy, simple 

- 

VR Headset comfort (5), 
older devices (3), 
building headset (3),  
low battery message 
(2), phone size (1) 

Integrated interactive 
elements (2) 

Better than 
expected, liked 
narrative/ voice, 
novel/ different, 
engaging  

Distraction (7), 
tilted headset due 
to button height 
(4), headset tiring 
to hold (3) 

General - More content: Toilet (3), 
contact tracing (1), 
masks (1), smoking area 
(1)  

Concern over other 
people’s attitudes 
(4) 

- 

 
As indicated in Table 4, several themes have been identified. These themes include distraction, engagement, 
simplicity. 
From observation notes: The height of buttons was uncomfortably low in the VR application. Evidence of this 
is noted in a few tests where participants tilt the headset with their hands and not using their head. This is also 
noted by one of the participants in the post-test interview.  

6 DISCUSSION 

There were three defined research questions this study was looking to answer, all of which fall under a more 
general question: can VR be used successfully in the HR sector for training? The research questions 
investigated specific aspects of this general question. The initial expectations and hypotheses based on the 
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literature were that VR training should correspond with a significant increase in satisfaction and engagement. 
This increase in engagement would aid content retention, and the scores for the VR group should be higher 
than that of the control group. The cognitive load of the VR group was expected to be higher than that of the 
control group, which would negatively impact content scores.  

6.1 Efficiency, Satisfaction, and Cognitive Load 

The quantitative method findings indicate that there were no statistically significant differences between the two 
groups for effectiveness, satisfaction, or cognitive load. This is not in line with the hypotheses but could be due 
to the sample size not being large enough. On the contrary, the qualitative findings suggest merit in the cognitive 
load and distraction issues discussed in the literature review. During the semi-structured interviews, several 
participants in the VR group noted, as highlighted in the thematic analysis in Table 4, that they struggled to 
remember the training material as they were distracted by the 360-degree environments. This finding supports 
the research carried out by Barreda-Ángeles et al. (2020) that describes similar distraction in immersive 
journalism with 360-degree images and video. This could have a large impact on the use of VR training for HR 
due to content retention being an important training outcome. Participants also mentioned that they found the 
VR experience very engaging, which contradicts the fact that the SUS scores not being statistically significant 
Error! Reference source not found.). This increased engagement is also referenced by Lee et al. (2017), where 
their classroom  VR study found no significant improvement with content but did report higher levels of 
enjoyment and interest.    

6.2 Participant Feedback and Observations 

6.2.1 Inclusive VR design 

Some participants stated that one thing they liked about the VR training experience was the minimal amount of 
text content. A smaller number saw this aspect as negative and stated that they learned better with text rather 
than audio. This suggests that the effectiveness of VR could be impacted by differences in learning styles, as 
sited by E. A. L. Lee et al. (2010), and this is an aspect that would need to be considered and researched before 
implementing VR training. Another factor relating to inclusion that would need to be considered is the experience 
for non-native English speakers. One of the participants from the control group that was not a native English 
speaker requested subtitles. The VR application should support subtitles also, but this would pose another 
challenging UI problem.   

6.2.2 Suggestions for the Next Design Iteration 

While it was not possible to record the mobile device screen for the VR group to see their experiences, the 
meeting recording did help identify some issues. As mentioned by one participant, the height of the buttons was 
uncomfortably low. This could be observed with other participants when they angled the headset downwards 
with their hands to select a button instead of using their heads. Best practice for VR UI design follows good 
ergonomic design, which suggests that UI functionality such as buttons be positioned based on an average 
human eye level of 1.6 meters (Dreyfuss, 2012). In retrospect, a better design would be to have this height 
adjustable for users as the start of the experience. Other feedback that was noteworthy was to refine the controls 
by having options to change scenes and replay audio, embed interactive elements into the scene and have the 
content questionnaire as part of the VR experience. 
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6.3 Prototyping in VR 

While prototyping for VR is more complex than for web or mobile applications since it is a new medium, remote 
prototyping makes this even more complex. The Adobe plugin, DraftXR, would not be suitable for building a 
training tool due to its limited features. However, A-Frame does have great potential for VR prototyping. Some 
considerations for an HR department or researchers considering this tool are the learning curve, which involves 
being familiar with web technologies, and the limitations on newer mobile devices as this could exclude certain 
users.  

6.4 Research limitations 

There were numerous limitations to this study, some of which could have impacted the test results. The sample 
size was relatively small and was possibly the reason for the reliability being low. In addition, this was a remote 
experiment and lacked the control of a laboratory setting. For this reason, there were inconsistencies with the 
testing. These inconsistencies included the devices used for testing, like mobile phones and laptops, internet 
speeds and the physical environment.  

6.4.1 Participants 

The range of participants was initially framed to Hertz employees, but due to unforeseen circumstances at the 
time of testing, participants were a mix of Hertz staff and non-Hertz staff. These circumstances involved 
redundancies in the Hertz Dublin office due to COVID, which largely impacted staff availability. A related issue 
that potentially impacted the experiment was the pressure Hertz staff were under due to the redundancies, 
which may have had an impact on their attitude toward the testing.  

6.4.2 Remote Testing Environment 

Due to the COVID pandemic, remote testing was a requirement of this research study and substantially 
impacted the design decisions and led to several compromises. The most significant limitation and compromise 
was not being able to do face to face testing with higher quality equipment (6DoF VR HMD). This led to using 
a GCB HMD that resulted in a VR prototype that did not have a high enough level of interactivity to distinguish 
it from the control group training video. The remote VR prototype consisted of looking around a 360-degree 
image, which meant that the differences between the two prototypes were not significant enough to fully reflect 
the experience outlined in the reviewed literature, such as applying constructivist learning (Gallardo & Rivera, 
2020).  

Another limitation of remote testing was the lack of a moderator on-site, which made remote testing 
challenging and inconsistent as the participant needed to set up the VR equipment themselves. 

7 CONCLUSION AND SUGGESTIONS FOR FUTURE RESEARCH 

This study set out to determine whether a VR training application would be a useful method of training remote 
Hertz staff in comparison to the conventional video presentation method. To accomplish this, a user-centred 
design process employing the Double Diamond framework was followed. This project started with an extensive 
literature review to understand existing research in this area. It also included a practice review of existing VR 
applications to determine current VR training patterns and trends. This information was required to informing 
the design of a VR prototype, which was used to test the outlined hypotheses. The problem was framed with 
user and stakeholder research, which resulted in a persona, journey map and three research questions. An 
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iterative user-centred design approach was taken to create and refine a VR prototype. An experiment was 
designed that tested this VR prototype against conventional video presentation. The research questions were 
answered after the data from this experiment were analysed.  

While there have been many recent studies on VR usage for training purposes, this study contributes to 
this field in three ways. Firstly, this study challenges the outcomes of the GCB training study mentioned in the 
literature review (S. H. (Mark) Lee et al., 2017). Secondly, this study provides scientific research on the HR 
application of Mobile VR for training purposes. Finally, the artefact developed in this study leverages web 
technologies, A-Frame, to make it possible to conduct remote VR user testing. This code may be of interest to 
anyone conducting a similar study or requiring testing for 3DoF VR applications. This code will be open source 
and made available to download on GitHub (https://github.com/C-Sharkey/vr-training).  

This study is subject to limitations primarily due to COVID-19. These limitations, examined in the discussion 
section, include remote user testing, inconsistent settings, inconsistent mobile devices, and inconsistent internet 
performance. Future research should involve addressing some of these limitations.  

7.1 Suggestions for Future Research 

The most important step for future research would be to run this experiment again but with a larger sample size, 
ideally with a minimum of twenty participants in each group. The outcome of this future study should be results 
with an acceptable level of reliability. Other improvements that could be employed in recreating this study would 
include: 

• A laboratory setting. 
• Using a higher-grade VR device for the experiment 
• Using training material that is not common knowledge, as in the case with COVID-19. 

 
Having a tighter control of the environment variables, such as devices, internet speed and the general room 
setting, would improve the reliability of the study. The desired option would be a laboratory setting where each 
participant was tested on the same device and in the same room. This would mitigate any issues with phone 
sizes and settings, such as power-saving mode and audio issues, and eliminate environmental distractions from 
participants in different locations with testing remotely.  

Another area of future research that could be explored would be to test a range of training methods. Common 
training methods used by HR departments include textual instructions (such as emails and PDFs), PowerPoint 
presentations, instructional videos, in-person training (such as workshops) and interactive video presentations. 
While this study focused on comparing a video presentation to VR, an advancement would be to do a 
comparative analysis of multiple training methods. This would provide a wider lens where VR training sits among 
a range of common HR training methods.   

One of the key discoveries from this study was the evidence of 360-degree images adding to user distraction. 
This aligns with a study on 360-degree imagery causing distractions in immersive journalism (Barreda-Ángeles 
et al., 2020) and future research could investigate measuring distraction levels and ways to reduce them. 
Moreover, as VR is an emerging technology, it is associated with a high novelty factor, which can be 
disadvantageous for training staff. 

As a final note, remote testing greatly impacted this study and, this is a concern that is not going to go away 
any time soon. This study has highlighted pitfalls with remote user testing that others could circumnavigate. A 
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strong recommendation for any future research in this area would be careful consideration of VR device and 
software choices for user testing to mitigate the issues documented in this study.  
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