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Abstract 

Image recognition is a computer vision related task that involves identifying and 

categorizing patterns and objects within the digital images and videos. It is also known as 

object detection or image classification. The purpose of researching how different image 

recognition models can detect and categorize certain objects and patterns in different 

images and videos, a decision came to develop a mobile application based on object 

detection within the food items. The main types of machine learning models that will be 

researched is the convolutional neural networks (CNN) and the deep learning. The object 

detection model that will researched is YOLO which is the primary known model that is 

used for object detection. The purpose of the application is to see different results and 

accuracies on certain food items that the model detects with the use of an application.  
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1. Introduction  

The technology in this current time of the world has been progressing and advancing at a 

noticeable increase in speed, especially within the area of Artificial Intelligence. Even 

around a decade ago, the concept of Artificial Intelligence in certain areas of application 

was still new and in the process of advancing the AI technology. Nowadays AI is more 

known and blown in popularity as of recent developments within the use of AI that 

people hear about. People are more curious about the advancement of AI and leads to 

think about the further development of AI in the future. Many AI tools are available out 

there to people like Google Maps which is an AI as a service, different search engines 

like Google, Firefox, and Internet Explorer, and shopping applications that have a system 

of recommendations.  

This project will specifically go through the AI on machine learning that is based on 

object detection. Each of the chapters will go through the different stages of the process 

on developing the project. This first part of the chapter will go through the research 

section, which will look at the general information about image processing and how it 

works. Then will look at the certain applications on image processing, research on 

convolutional neural networks (CNN) and deep learning, and then the research on YOLO 

object detection model. The next chapter will cover on the requirements analysis of the 

application, which will research on existing similar applications that are out there and 

make comparisons. Then will go through the certain technologies and tools to develop the 

application. Surveys and interviews are conducted to develop personas to target the user 

demographic.  

The feasibility study is carried out to examine specific risks and make a project plan for 

the development of the application. The next chapter will go through the design of the 

application with the chosen tools and technologies. The wireframe of the application with 

the user flow diagram, and style guide with the font and colour palette that was chosen. 

The next chapter is the implementation or construction which goes through each of the 

technology component that was implemented and the code structure that was used. Then 

the next chapter is the testing and analysis, which goes through the actual testing of using 

the application and trying to use the camera functionality to detect primarily the chosen 

food items and potentially other objects. Then seeing what the result is and the output.  

The discussion chapter will go through the outcome of the application, potential changes 

and additions on the applications. Then the conclusion chapter will go through the 

outcome of the overall project and the information learned from it. 
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Research 

The research document is written up to examine the resources, technologies and 

information that are available to guide in developing a mobile application with a machine 

learning model. For the research document, the current research on machine learning 

based on image processing and object detection will be looked at and then conducting it.  

1.1.  Image Processing 

Image processing is the process of taking an image and converting it into a 

digital formatted image and then applying specific operations to retrieve certain 

information that would be useful, according to André (2013). 

1.1.1. Image processing & How it works 

The system that performs image processing, treats the images as two-

dimensional signals. The signals being the functions of two variables of x 

and y coordinates. There are multiple adapted filtering technologies such as 

object detection, pattern recognition, classification. According to André 

(2013), when using filtering techniques it uses optical channels that are 

being applied to pattern recognition. Optical processing has the attractions 

the moderate cost, the simplicity, and the speed of processing large amounts 

of information. 

According to Jähne (2005), features of the images, there needs to be 

understanding on how the digital signal is related to it. The sensor for image 

processing uses an electric signal that is converted from the incident 

irradiance. The electric signal is then converted into digital numbers that is 

processed by a computer to retrieve the data. 

1.2.  Image processing applications in food items 

Image processing system for the industry related in food has been recognised for 

a while (Tillet, 1990). One of the top ten ranked industries that use the techniques 

on image processing is in the food industry. Gunasekaran (1996). 

The common tools in image processing that are used for quality assessment of 

food products include variety of pre-processing techniques such as contrast 

enhancement, segmentation and noise removal. These tools help in improving the 

quality of images, extracting relevant information, and analysing the structure of 

the food items (Timmermans 1998; Sun, 2004). Additionally, the technology of 

computer vision utilizes image processing techniques. 
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Computer vision has been used for evaluating internal and external quality 

attributes of food items such as sweetness, acidity, size scaling, colour intensity, 

surface texture and bruises. Furthermore, various studies have implemented 

image processing and computer vision for tasks such as fruit grading, inspecting 

the colour of apples and also potatoes, and estimating the weight of fruits. These 

techniques and tools play a crucial role in providing objective, consistent and 

quantitative evaluation of food product quality. 

 

Figure 1.1 - Various techniques of image processing ranging from low, mid and high level (2015 

Jakraya Publications Ltd) 

1.3.  Machine Learning in Image processing 

1.3.1. Convolutional Neural Networks (CNN)  

Convolutional Neural Network (CNN) is an algorithm of deep learning, and 
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it is commonly put to use for image recognition, object detection, image 

classification and segmentation tasks. Convolutional Neural Networks have 

a design to independently learn and to extract different features from the data 

like images, making them very effective for computer vision tasks. Girish D. 

et al (n.d.). It starts with the simple layers which is detecting the edges from 

the image, and then it moves up to more complex layers like detecting the 

shape from the image. 

1.3.1.1. How CNN works  

The CNN architecture typically involves different layers like 

convolutional, pooling, and fully connected. Those layers form the 

network architecture when they are stacked. The model of a CNN is 

designed for using tools like MatConvNet, which allows for quick 

creation of prototype of new CNN architectures and compute 

efficiently on CPU and GPU to use for training complicated models on 

large sets of data. 

CNNs also include down sampling layers, and that can be used for a 

variety of tasks such as object detection, scene labelling, and image 

segmentation. 

The CNN has a core set of a convolutional layer. The layer consists of a 

set of filters (or kernels) that can learn, and with a small receptive field 

that extend through the full depth of the input volume. During the 

forward pass, each filter or kernel is convolved across the width and 

height of the input volume, computing the dot product and producing a 

2-dimensional activation map of that filter. This allows the network to 

learn about the filters and activate when they detect specific features at 

certain positions in the input. Hossain, Md. A. et al (2019). 

1.3.1.2. Learning applied to Image processing 

The primary approach for learning that’s applied to image processing is 

deep learning. It is a subset of machine learning that involves training 

the artificial neural networks to take large amounts of data to learn 

from. 

Sets of algorithms has been applied to diverse application areas in 

imaging, computer vision and recognition, and speech detection. Few 

examples of applications include: 



Patrick Bondaruk  Machine Learning on Image Processing 

13-May-24  11/67 

Computational Imaging: Develops efficient and interpretable network 

architectures. 

Medical Imaging: Potential on offering to enhance the efficiency in this 

domain. 

Vision and Recognition: Demonstrates its potentiality in developing an 

efficient and high-performing network architectures for these 

applications. 

These examples of practical applications highlight the potential and 

versatility of an algorithm to unroll in a variety of domains on image 

processing, showcasing its influence on real world problems and 

research areas. Monga, V. et al (2021). 

1.3.2. Deep Learning in Image processing 

Deep learning in image processing involves the use of deep neural networks 

to analyse and manipulate images. Deep learning models such as previously 

mentioned, convolutional neural networks (CNNs), have demonstrated 

astonishing performance in various tasks for image processing. These tasks 

include image classification, object detection, image generation, and image 

segmentation. 

Image Classification: The models for deep learning can be trained to classify 

images into different categories or classes. For example, a deep neural 

network can be trained to recognize and differentiate between different 

objects, animals, or scenes within images. 

Object Detection: Deep learning models can be used to detect and localize 

objects within images. This involves identifying the presence of specific 

objects and drawing bounding boxes around them. 

Image Generation: Deep learning models, such as generative adversarial 

networks (GANs), can generate realistic images based on learned patterns 

and features. This has applications in creating art, generating synthetic data, 

and enhancing image quality. 

Image Segmentation: Deep learning techniques can segment images into 

different regions or objects, assigning each pixel to a specific category. This 

is particularly useful in medical imaging, where it can aid in identifying and 

analysing specific structures within the human body. 
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1.4.  Object Detection  

Object detection is a computer vision task that identifies and locates objects 

within an image or a video. Object detection goes beyond image classification by 

not only recognizing the existence of objects but also providing information 

about the object’s spatial locations. Object detection is used in applications in a 

wide variety such as autonomous vehicles, surveillance cameras, factories, and 

image retrieval. 

1.4.1. Object Detection & How it works  

Object detection involves certain amount of steps: 

The process starts with an input of an image or a frame from a video. 

Then an image is processed to extract relevant features that can help to 

identify objects. In deep learning-based approaches, this often involves using 

convolutional neural networks (CNNs) that extracts hierarchical features 

containing in the image. 

Then it aims to identify the presence of objects and locate them within the 

image. 

In addition to locating the objects, the algorithm also classifies the objects 

into predefined categories or classes. This step involves assigning a label to 

each object that is detected, indicating what type of object it is. 

After the initial detection and classification, post-processing steps may be 

applied to refine the results, such as non-maximum suppression to merge 

overlapping bounding boxes. 

Object detection can be approached using a variety of techniques, this 

includes traditional methods of computer vision and approaches of deep 

learning-based.. Models such as Region-based CNNs (R-CNN), Fast R-

CNN, and You Only Look Once (YOLO) has popular architectures for deep 

learning that are used for object detection. 

These models leverage the power of deep learning to simultaneously 

perform object localization and classification, making them well-suited for 

real-time applications and scenarios where accurate and efficient object 

detection is crucial. 
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1.5.  YOLO object detection 

You Only Look Once (YOLO) is the algorithm for object detection that reframes 

the regression problem from the object detection problem, rather than a 

classification problem. This means that YOLO looks at the entire image only 

once to detect objects and their positions, making it a single-stage object 

detector. YOLO divides the input image into a grid and each grid cell is 

responsible for predicting bounding boxes and class probabilities for the objects 

present in that cell. Diwan, T. et al (2022). 

1.5.1. How YOLO works 

The way YOLO (You Only Look Once) works is that it divides the image 

that is inputted into a grid and then in a single pass it processes the entire 

image to detect objects and the object’s positions. Those grids are the cells, 

and those cells has the responsibility to detect the objects that fall within it. 

Then for each cell the YOLO model predicts the bounding boxes that could 

enclose objects. These bounding boxes have the coordinates of the box's 

centre, height, width, and the confidence score for the location of an object 

within the box. 

After that it predicts different classes for each bounding box, and the classes 

would have different probabilities. YOLO estimates the likelihood of each 

bounding box to contain a variety object classes, for example like bicycle, 

person, cat, chair.  

When the predictions of classes are made, the model uses a non-max 

suppression technique, that filters low-confidence or duplicate predictions. 

That way it will retain the detections that is most accurate and confident 

with. YOLO’s overall output is a set of bounding boxes and each of them 

have a class label and a confidence score that’s associated with, which 

indicates the presence of the objects in the image. 

YOLO uses its base network called Darknet53 and it adds 53 additional 

layers to make it suitable for object detection. It includes heuristics like 

residual blocks, skip connections and up sampling. YOLO has three different 

scales that generates feature maps by down-sampling the input at factors of 

32, 16, and 8. It then uses (1 × 1) convolution on these feature maps to detect 

objects. 

One of the essential advantages of YOLO is its potentiality to work on 

highly probable regions only for object detection, making it efficient and 
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fast. Additionally YOLO's simple architectural design, low complexity, and 

easy implementation have made it a common choice in production. 

 

Figure 1.3 – YOLO object detection algorithm by using convolutional layers 

1.5.2. Advancements in YOLO 

The YOLO algorithm have improved its performance and accuracy at a 

significant level in detecting certain objects. Here are some of the key 

developments in the advancements.  

YOLO V3 Multi-Scale Detection: A multi-scale detection that was 

introduced is a YOLO V3, that addresses the issue of detecting targets that 

were small. It was a limitation in other previous versions like YOLO and 

YOLO V2. This enhancement empowered YOLO V3 to effectively detect 

objects with a variety of different sizes from three different scales. Peiyuan 

Jiang et al. (2022).  

Optimizations in YOLO V4: YOLO V4 implemented and sorted various 

optimizations throughout the entire procedure, and resulted in improved 

performance. It was able to achieve an increase of 10% in Average Precision 

(AP) and an increase of 12% in FPS (Frames Per Second) compared to the 

previous YOLO V3. Additionally, YOLOv4 runs at a twice speed as 

EfficientDet while maintaining equivalent performance levels. Peiyuan Jiang 

et al. (2022).  
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YOLO V5 Flexibility and Performance: YOLO V5 introduced a flexible 

model architecture, and it can be scaled from between 10+ million 

parameters to 200+ million parameters. Regardless of this flexibility, even 

the smaller models of YOLO V5 have demonstrated an impressive 

performance. The network diagrams as a whole of YOLO V3 to YOLO V5 

have remained similar. But the aim on detecting objects of a variety of 

different sizes from multiple scales, continued to be a priority. 

 

Figure 1.2 – Trends for YOLO versions in the past five years 

By incorporating detection of multiple scales, optimizations, flexibility in model 

architecture, and a commitment towards continuous improvement. The advancements in 

the YOLO algorithm have led to enhancements at a significant level in performance and 

accuracy in detecting different objects across various scales and scenarios. 

1.5.3. Applications in utilizing the YOLO algorithm 

Utilizing the YOLO algorithm in various fields and industries offers a wide 

range of applications and other implications due to its capabilities in object 

detection. Here are some of the applications and other implications that are 

utilized in: 

Surveillance & Security: YOLO has a capability of real-time object 

detection that makes it ideal for surveillance systems. It enables quick and 

accurate identification of certain objects and individuals in a security 

footage. It can be applied in public areas, banks, airports, and other areas 
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that are security-sensitive to enhance monitoring and other threat detection. 

Peiyuan Jiang et al. (2022). 

Autonomous Vehicles: YOLO has an ability to detect objects with high 

speed and accuracy, and it’s crucial for autonomous vehicles to navigate 

safely around environments that can be complex. By utilizing YOLO for 

object detection, autonomous vehicles can identify and detect pedestrians, 

road signs, other vehicles and obstacles in real-time. That contributes to 

improved road safety and efficiency. 

Healthcare: YOLO has object detection capabilities that can be applied in 

healthcare scenarios for multiple purposes. It can be applied to such as 

medical image analysis, detecting equipment, and patient monitoring. By 

accurately identifying, detecting and tracking medical tools, anomalies in 

medical images, or movement from the patients, professionals in healthcare 

can improve diagnosis accuracy, treatment efficiency, and overall care for 

patients. Peiyuan Jiang et al. (2022). 

Industrial Automation: In the industrial settings, YOLO can be utilized for 

quality control, detecting defections, and optimization. When accurately 

detecting and classifying objects on production lines, monitoring conditions 

of the equipment, and identifying anomalies, manufacturers can streamline 

operations, reduce any errors, and increase productivity. 

The applications of the YOLO algorithm within various industries and fields, have the 

potentiality to revolutionize processes, efficiency enhancement, and improvement in 

decision-making by providing accurate and real-time capabilities of object detection. Its 

implications span across sectors, and offer innovative solutions to challenges that are 

complex and progress the way for advancements in artificial intelligence and computer 

vision technologies. 

1.6.  Summary 

Image processing takes an image and converts it into a digital formatted image 

and applies specific operations to create suitable model, to then retrieve certain 

information that would be useful. There can be multiple methods used such as 

Object detection and Image classification which are commonly utilized.  

CNNs work by using convolutional layers to learn and detect features in input 

data like images, down sampling layers to reduce dimensionality, and fully 

connected layers for classification, making them highly effective for the tasks 

related to images.  
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Deep learning in image processing leverages the power of neural networks to 

make it automatic and improve various aspects of image analysis, manipulation 

and understanding. The capability of deep learning models to learn and 

comprehend complex hierarchical representations from raw data, has led to 

significant advancements in the field of image processing. 

YOLO object detection as a regression problem, its efficient use of convolutional 

neural networks, and its single-stage detection process makes it a powerful and 

widely used algorithm in the area of computer vision and object detection. 

Diwan, T. et al (2022). 
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2. Requirements 

2.1.  Introduction 

The development of the application is based on image processing on objection 

detection. The use of the application is to select and input images or videos of the 

food items, it can be as basic as an apple, orange, bread, bottle of soda, potato 

and onion. Once the photo/video is processed on the application, it detects the 

contents in the photo/video and outputs a list of food items that it recognizes. 

With the list of food items that it outputs, it gives nutritional information for each 

of the food items and gives a list of possible recipes to make with the selected 

food items.  

The purpose of the application is to give the users to take the food items that they 

don’t know the name of or the nutritional value in them, and/or to find the 

possible recipes that they can make with those food items. This is mainly for the 

foreign-language people that find the food items in the store that they don’t 

recognise and want to find the necessary information by using this application. 

2.2.  Requirements Analysis 

This section will research the application’s requirements analysis. This is the 

necessity to cover the functionality of the application and the contents within it. 

The surveys/interviews are carried out to get data on what the users want or 

desire to have in the application. User profiles/personas are created to get an 

understanding of the demographic and what type of users would be using the 

application. Functional and non-functional requirements will be then determined 

for the application. 

2.2.1. Existing Applications 

The research on the existing or similar applications that relate to food 

products was carried out to get an insight on the current available features on 

the applications.  

A list of mobile apps on food products: 

Identify Food - Meal Scanner 

This app identifies food products such as vegetables and bread, and it indicates their 

glycemic index (GI). By scanning the food products, it can tell if fruits and vegetables are 

low in carbs. 
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Figure 3.1 - Identify Food - Meal Scanner pages 1 
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Figure 2.2 - Identify Food - Meal Scanner pages 2 

Glycemic Index & Load Tracker 

This app features a comprehensive glycemic index & glycemic load chart. It provides 

info to see which foods are low-GI and high-GI, allowing the user to make informed 

choices. 
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Figure 3.3 - Glycemic Index & Load Tracker pages 1 
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Figure 3.4 - Glycemic Index & Load Tracker pages 2 

Glycemic Index & Load Recipes 

An AI chat tool that provides food recipes the nutritional value of the foods. 

 

Figure 3.5 - Glycemic Index & Load Recipes pages 1 
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Figure 3.6 - Glycemic Index & Load Recipes pages 2 

Yuka - Food & Cosmetic scanner 

An app that allows the user to scan the barcodes of food products and personal care 

products to show the impact on the person’s health. A rating and detailed information is 

provided to the user to understand the analysis of each product. 
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Figure 3.7 - Yuka - Food & Cosmetic scanner pages 1 
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Figure 3.8 - Yuka - Food & Cosmetic scanner pages 2 

Trash Panda Food Scanner 

An app that scans barcode that provides info to see if the food products have potentially 

harmful ingredients. It can display if the product is gluten-free, dairy-free, low sugar, 

organic, plant-based, vegan or vegetarian. 
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Figure 3.9 - Trash Panda Food Scanner pages 1 
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Figure 3.10 - Trash Panda Food Scanner pages 2 

A comparison was made between the two apps by their relativity and the number of 

users. Taking the existing applications and making a comparison study helps to determine 

the functionality that the apps provide and the features that may possibly be included in 

the development of the application. 

 

Application  Identify Food - Meal 

Scanner 

Yuka - Food & Cosmetic 

scanner 

Platform • IOS • IOS 

• Android 

Cost Installation and need to be a 

subscriber to use the 

features, $4.99 for a week 

Install and sign-up for free, 

premium subscription from $9.99 

- $19.99 per year 
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Description This app identifies food 

products such as vegetables 

and bread, and it indicates 

their glycemic index (GI). 

By scanning the food 

products, it can tell if fruits 

and vegetables are low in 

carbs. The app counts the 

carbs to keep track of 

calorie intake.  

An app that allows the user to 

scan the barcodes of food 

products and personal care 

products to show the impact on 

the person’s health. A rating and 

detailed information is provided 

to the user to understand the 

analysis of each product. The app 

can provide similar products for 

healthier alternatives.  

Technology • Camera scanning food 

products 

• Image recognition 

algorithms 

 

• Camera scanning barcodes 

• Search bar 

Advantages • Available in many 

languages. 

• Intuitive interface 

• Keeps track of carbs 

• Indicates the GI-index of 

the products.  

• Free to register. 

• Shows different impacts on 

the products.  

Disadvantages • A subscription is paid to 

use the features. 

• Not available on 

Android devices.  

• Fairly expensive 

 

• A subscription is paid to use 

the search bar, offline mode 

and unlimited history.  

 

3.3. User Profile 
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3.3.1. Interviews 

By conducting the interviews from 3-4 users that tested the application, 

feedbacks were compiled. The first question was ‘from 1 to 10 how easy 

was it to use the application’. By compiling the answers, the average score 

was 9.5 and the users said that it was very easy to navigate, really intuitive 

and no the application functioned as intended. The other question was if 

‘there’s anything that they would like to change’, and the majority said not 

particularly but the additions like more food coverage and refreshing 

would be a bonus. The other question was if ‘there’s any features they 

would like in a food related app’, and the compiled answers were to have a 

camera focus control and a grocery list would be handy, and to have a 

breakdown of nutrients from the selected food items if applicable. 

3.3.2. Survey 

A survey is carried out to obtain an understanding of a demographic of 

potential users. By taking and combining the results from the survey, 

personas can be created to support the project’s progression.  

All the participants of the survey are aged between 22-25 years old, along with all of 

them being male. Majority of the participants were students with a good portion of them 

employed. 80% of the participants have an android operating system on their smartphone 

device, with the other 20% of the participants having a redmi or other alternative 

operating system. By compiling the results, up to 60% of participants haven’t used or 

heard of food related apps like calorie counter or searching recipes. While other 40% of 

the participants have either used or heard of familiar food related apps.  

The selected food related apps that were researched are listed in the survey for the 

participants to select the applications that they’ve used or heard of before. Upon the 

inspection of the results, 40% of the participants have heard of the listed applications 

which were ‘Yuka – Food & Cosmetic Scanner’ and ‘Glycemic Index & Load Recipes’. 

While 60% of the participants haven’t used or heard of the listed applications.  

60% of the participants answered that they would give try using those or any other 

familiar apps, while the other 40% answered that they wouldn’t use those apps. For those 

that have tried using those or other familiar apps, 75% of them wouldn’t use those apps 

again, and the other 25% of them would use them again. Majority of the participants 

answered between not likely and unlikely that they would use a smartphone application 

to get food recipes or track calorie intake. The other portion of participants answered 

between likely and more likely that they would use a such smartphone application.  

All the visual graphs of the results are listed below.   
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Figure 3.11 - Survey result 1 

 

Figure 3.12 - Survey result 2 
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Figure 3.13 - Survey result 3 

 

Figure 3.14 - Survey result 4 
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Figure 3.15 - Survey result 5 

 

Figure 3.16 - Survey result 6 
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Figure 3.17 - Survey result 7 

 

Figure 3.18 - Survey result 8 
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Figure 3.19 - Survey result 9 

 

Figure 3.20 - Survey result 10 

3.3.3. Personas 

Taking the results from the survey that was carried out, personas are 

created. Personas are fictional characters that are developed from the user 

research. It can visualise different types of users and give a demographic 

for the application. By creating the personas it can give a better 

understanding of the users’ needs and helps the project move in the right 

direction. 
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Figure 3.21 - Persona 1 
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Figure 3.22 - Persona 2 

The personas that were developed, Gareth and Christine want to make a routine of 

preparing their own meals and track their calorie intake. They want to use an app that 

would help them to know the calorie and nutritional value for each food item that they 

intake, and potentially know the meals that they can prepare with specific food items. 

That way it would make their time efficient and help them to keep track of the food eaten.  

3.4. Requirement Modelling 

3.4.1. Functional Requirements 

Outputting names of the 

food products 

The application should then output the names of 

the products that it recognises. 



Patrick Bondaruk  Machine Learning on Image Processing 

13-May-24  37/67 

Displaying nutritional value 

and recipes 

When the names of the food products is listed, it 

should also display the nutritional value and 

possible recipes from those products. 

Login Authentication The user should be able to create an account, and 

authenticate whenever the user logs in. 

Using the camera on the 

application 

The user should have an option to open and use 

the camera within the application to take 

images/videos of the current food products in 

front of them. 

Searching recipes with a 

search bar 

A user can search general recipes within the 

search bar. 

Storing Images & Videos An application can save and store images/videos 

that were used previously. 

 

3.4.2. Non-functional Requirements 

Security An application can keep the data secure to the 

user. 

Storing history The application can save and store previous 

results when using the app. 

 

3.5.  System Model and System Requirements 

The application will have a set of components that will be used to develop an 

application.  

These are the list of components: 

Android Studio This is the standard IDE for coding Java and Kotlin to 

develop mobile applications.  

TFLite This will be a TensorFlow machine learning model in a 

mobile format.  
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AWS A back-end system to store the data of images/videos. 

 

 

 

Figure 3.23 - System Model 

3.6.  Feasibility Study 

During the development of this project, the feasibility study will examine the 

risks that will possibly be encountered. This project is an Android Studio Java 
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application built on a mobile device. The primary risk is that Android Studio is 

a technology that wasn’t taught in any of the modules, so it would have to be 

self-taught in the process. However the fundamentals of Java programming 

were taught in one of the modules so the self-teaching process would be 

slightly easier. There are different tutorials available to guide the learning 

process. 

The machine learning model will be coded with Python, which is a language that was 

taught in two modules of ‘Data Analytics’ and ‘Artificial Intelligence’, which gives an 

advantage. Additionally the IDE Jupyter Notebook and Google Colab Notebook were 

taught within those modules, and Google Colab Notebook is used to build the machine 

learning model. This gives a low risk since the student had experience with those tools 

and technologies. The only risk is using different resources and tools in Python that were 

not taught, so the student will have to self-learn those resources and tools with available 

tutorials to guide the learning.  

The student will take time to self-teach those technologies and tools, and it comes to time 

management which is the main risk. If the time is well managed, the application with 

minimum functional requirements can be developed, which is the primary objective of 

this project. 

3.7.  Project Plan 

The project plan will use an agile methodology, and iterations will be made 

with a set of goals. That way the project can be planned and time managed, 

when progressing with each step. Trello board will be used to make an iterative 

process for the project by managing tasks and setting goals. A set of tables will 

be created when completing certain tasks, and the primary tables that would be 

used are ‘To Do’, ‘Doing’ and ‘Done’, along with any additional tables like 

‘Questions’ and ‘Resources’. The tasks for each of the tables will be colour 

coded to effectively visualise it, so the ‘To Do’ tasks would be in orange, the 

‘Doing’ tasks would be in yellow, and the ‘Done’ tasks would be in green. 

There can be due dates set for certain tasks to be completed, and if there are 

any tasks that are overdue they can be colour coded in red. That way it can be 

managed, and maintain the project’s workflow. 

3.8.  Test Plan 

A test plan will be created to the application’s quality. This test plan will help 

to identify and highlight any gaps, flaws or functionalities that the application 

may need.  
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3.8.1. Unit Testing 

Unit testing will be used to test separate pieces of code to ensure these 

codes perform as intended. The code will be separated into smallest piece 

that can be individually tested. Any changes that will be made to the code, 

the unit testing will be carried out. 

3.8.2. Integration Testing 

This is a software testing technique to test a group of components or 

individual software modules together. That way it will ensure that this 

group testing will work together as expected. 

3.8.3. System Testing 

When the application is developed, system testing is then carried out. This 

test determines whether the system meets what is required from it. By 

meeting the requirements is to have the system to succeed this test, and if 

the system fails this test it must be changed and adjusted. 

3.8.4. User Testing 

The testers will be given a task to complete on the application, and during 

the test the testers will be monitored. This ensures the applications’ ease of 

use for the users, and the user feedback from these tests will be taken note 

of that will help the application to improve in user experience.  
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4. Design  

4.3. Introduction 

This chapter will describe the design, architecture and user interface of an image 

recognition application on food items that is developed. This system will be developed 

into a mobile application along with the mobile emulator to demonstrate the functionality 

of the system.  

The application for this project is an image recognition model that processes and 

recognizes certain food items from the images that are inputted. 

4.4.  Program Design 

It will be broken down into the image recognition model which is the fundamental part of 

the application. The architecture system of the application, along with the permissions of 

the use of camera on the device and an AI system. 

4.4.1. Technologies 

The technologies being used to create this application are: 

o Java (Android Studio) 

o Python 

o TensorFlow 

These technologies were chosen with the following reasons. 

Java: 

• Platform Independence: It means that any device that has a JVM (Java Virtual 

Machine), it can run a Java written code. Meaning that it allows the developers to 

deploy the code on multiple platforms when they have written the code once.  

• Android Studio IDE: The official IDE (Integrated Development Environment) 

for Android development is Android Studio, which uses Java and Kotlin 

language. This IDE offers powerful tools and features created specifically for 

Android app development. It provides an intuitive interface, along with debugging 

tools, and seamless integration with the Android SDK. 
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• Performance: Java has good performance when it’s used with the Android SDK. 

So the Java code is being optimised in Android Studio, which ensures that 

applications run smooth and efficient on Android devices.  

• Security: Developers can write secure code since Java provides built-in security 

features. Android Studio provides tools for implementing security such as 

network communication, encrypting data, and user authentication.  

• Compatibility: Java is natively supported by Android devices, making it a 

preferred language for developing Android apps. It insures that the applications 

that are developed are compatible with a wide range of Android devices, like 

smartphones, tablets, and wearables like smartwatches.  

 

Python: 

• Ease of Use and Learning: Python is known as one of the beginner-friendly 

languages for programming. It has a readable syntax that makes it easy to 

understand and learning it.  

• Libraries: Python provides a rich ecosystem of libraries and frameworks that are 

specifically made and designed for data science and machine learning. The 

popular libraries include Keras, PyTorch, scikit-learn, and TensorFlow which was 

the chosen library for the machine learning model. The libraries provide pre-built 

algorithms and functions for tasks such as training models, evaluating, and 

preprocessing data. They significantly speed up the time for development.  

• Versatility: Python is a versatile programming language that can be utilised not 

only for machine learning. It can be applied also for other wide range of tasks 

such as web development, data analysis, automation and more.  

• Interoperability: Python integrates well with other programming languages and 

tools that are commonly used in the ecosystem of machine learning.  

• Support for Rapid Prototyping: Python’s interactive development environment 

and expressive syntax makes it well suited rapid prototyping. Researchers can test 

on different algorithms and visualize results in real-time with tools like Google 

Colab notebook and Jupyter notebook.  

 

TensorFlow: 
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• Scalability: TensorFlow is scalable in training and deploying machine learning 

models efficiently across numerous configurations, which include GPUs, CPUs, 

and TPUs (Tensor Processing Units). It makes it applicable for experimentation 

on small-scales and up to production deployments on large-scales.  

• Flexibility: TensorFlow has flexible and modular architecture, which gives 

developers to train, customize, and build different range of machine learning 

models. The models can be customized for deep neural networks, CNN 

(convolutional neural networks), and recurrent neural networks. TensorFlow gives 

low-level APIs for control over model design, and high-level APIs for prototyping 

and experimentation.  

• Ecosystem: TensorFlow provides a rich ecosystem of tools and resources. Those 

tools provide support on various stages of the machine learning workflow, which 

include data preprocessing, training, deployment, and evaluation. This ecosystem 

includes tools like TensorFlow Extended (TFX) that’s used for end-to-end ML 

pipelines, TensorFlow Hub that’s used for reusable model components, and 

TensorFlow Lite which is used for deploying machine learning models on mobile 

devices. 

• Integration with Python: TensorFlow integrates with Python and leverages it’s 

simplicity. It provides developers with leveraging existing tools and workflows 

from Python while training and building machine learning models with 

TensorFlow.  

• Ease of Use: TensorFlow provides high-level APIs that offer intuitive interfaces 

for specifying training parameters, defining model architectures, and monitoring 

the performance of the model. It makes it easier to get started with deep learning 

for developers.  

Other possible technologies which could have been used were React Native JavaScript 

and C++. Although React Native JavaScript provides many advantages on mobile app 

development, it wasn’t chosen with reasons for limitations on performance, platform-

specific issues, debugging, and third-party libraries. To achieve optimal performance 

developers may need to write code that is platform-specific. With platform-specific issues 

there can be inconsistencies with differences in platform behaviour and components for 

UI, which may require tweaks and optimizations.  

Debugging for React Native apps can be challenging compared to native development 

environments. There are debugging tools out there like React Native Debugger, but they 

may not offer the same level of functionality and integration as native debugging tools. 
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React Native relies on third-party libraries for accessing native functionalities, 

components for UI, and integrations. While it can provide a variety of features and 

accelerate development, it can introduce features that may be incompatible or outdated 

with updated versions of React Native.   

Although C++ has advantages on performance and provides low-level control that may 

be beneficial for certain machine learning applications, the main drawbacks would be its 

complexity, limited ecosystem, and steep learning curve. Comparing to Python, C++ is a 

complex language that requires more effort and expertise to write code along with 

maintaining it and debugging it. It gives a disadvantage for those who have limited 

experience with C++ or other low-level programming languages, and the development 

can make it slower more error-prone.  

While C++ also has a variety of libraries and frameworks like Python, it lags behind 

when it comes to libraries and tools that are specifically created for machine learning and 

data science. That makes it more challenging on finding relevant resources and 

leveraging existing codebases. C++ can be challenging to learn particularly for those 

who’ve done higher-level languages, since it requires an understanding of memory 

management, data structures, and low-level concepts that may not be as intuitive. So the 

language makes it less suitable for data science and machine learning projects compared 

to higher-level languages like Python. 

4.4.2. Structure of Android Studio 

The technology stack of Android Studio is the official IDE for developing Android apps. 

The IDE consists several layers and key components. The code editor in Android Studio 

include Java and Kotlin, which are the two primary languages used for developing 

Android apps. It provides different features such as syntax highlighting, code navigation, 

code completion, and integrated documentation. The folder structure in Android Studio 

when working on a project, it typically follows a standard layout that’s defined by the 

Android project structure and the Gradle build system. This is an overview of the main 

folders in Android Studio and their purposes.  

‘app’ Folder: 

The main module of the Android project that contains the source code, specific resources, 

and configuration files that’s specific to the app. In the ‘app’ folder, contain 

subdirectories such as ‘src’ that contains the Java and resource files for different build 

variants. ‘res’ contains resources like layout XML files, string resources, drawable assets, 

and other resources used by the app. ‘manifests’ contains the AndroidManifest.xml file, 

which provides necessary information about the app, such as its package name, 
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permissions, services, and activities. The raw asset files contain in the app that may need 

a runtime such as fonts, HTML or custom data files.  

‘gradle’ Folder: 

This folder includes files like, ‘wrapper’ which contains Gradle wrapper files that allow 

the app project to specify a specific Gradle version. That ensures consistent builds across 

different development environments. ‘buildSrc’ can contain custom plugins build scripts 

written in Java. ‘build’ is an auto-generated folder by Gradle, containing intermediate 

build files, code that is compiled, and other artifacts that are generated on the build 

process. The folder can be usually deleted safely without affecting the project since it’s 

usually ignored in version control systems. ‘.gradle’ folder contain configuration files 

that improve performance and maintain state.  

Those list of folders are project-level build configuration files that are written in Groovy 

or Kotlin DSL. They define project-wide settings, build configurations, and dependencies 

that are shared across all modules in the project. This folder structure provides an 

organization that’s logical for Android projects by separating the source code, resources, 

build configurations, and other project-related files. The structure efficiently navigates 

and manages their projects. 
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Figure 4.1 - Android Studio folder structure 

4.4.3. Design Patterns 

The development in Android Studio, the Model-View-Controller (MVC) architecture is 

commonly adapted into a variant architecture known as Model-View-ViewModel 

(MVVM) or Model-View-Presenter (MVP). This is the list of components that map to the 

Android Studio structure. 

 

Model: 

The Model is the data and business logic of the application. In Android, this includes data 

structures, database operations, network requests, and other operations that are data-

related. 

In Android Studio, the Model components are often represented by: 
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Data classes: Java classes that encapsulate data and define data structures. 

Database-related classes that are responsible for database operations using SQLite, or 

other persistence libraries. 

Network-related classes that are responsible for making network requests using libraries 

like Retrofit, OkHttp, or Volley. 

View: 

The View are the user interface (UI) components of the application. This includes UI 

widgets, UI-related logic, and layout XML files in Android. 

In Android Studio, the View components are commonly represented by: 

Activity classes in Java or Kotlin that serve as the entry point for UI interactions and the 

lifecycle of UI screens that is managed. 

Fragment classes in Java or Kotlin that are reusable portions of UI screens and their own 

lifecycle that is managed. 

Layout of XML files that define the appearance and structure of UI screens using views, 

view groups, and other UI components. 

 

Controller / ViewModel / Presenter: 

The Controller (in MVC), Presenter (in MVP), or ViewModel (in MVVM) acts as an 

intermediary between the Model and the View. In the Model, data is retrieved, processes 

it, and updates the View accordingly. It handles and input events and user interactions. 

In Android Studio, the Controller/ViewModel/Presenter components are commonly 

represented by: 

ViewModel classes, which are part of the Android Architecture Components that store 

and manage UI-related data.  

Controller classes, which are less common in Android development, but those classes can 

still be implemented using custom controller classes that manage interactions between the 

Model and the View. 
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The architecture of Android Studio doesn't apply a strict adherence to MVC, MVVM, or 

MVP patterns, and Android projects are commonly structured by using these architectural 

patterns to improve code organization, and facilitate testing and maintenance. These 

patterns are supported by tools and features that is provided by Android Studio, such as 

code generators for creating ViewModel classes, layout editors for designing UI screens, 

and debugging tools for inspecting data and UI interactions. 
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4.2.4. Database Design 

 

 

Figure 4.2 – Database design 

4.3. User Interface Design 

The interface of the application has a simple design with basic features of a homepage, a 

profile page, and a search page. The homepage provides a button below of the main page 

that opens a camera that is used to process selected food items and then outputs the result. 
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4.3.4. Wireframe 

 

Figure 4.3 - Wireframe application 
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4.3.5. User Flow Diagram 

 

 

Figure 4.4 - User flow diagram 

4.3.6. Style Guide 

The colour palette and font were chosen for the application which are shown in Figure 5 

below. The colour palette consists of primary colours and secondary colours for the 

application, and the font style that was chosen was ‘gotham’ style. The choice and 

mixture of colours that are chosen were subtle and warm, but also had good colour-

blocking for colour contrast for the user interface. The choice of font style ‘gotham’, is a 

geometric sans-serif typeface that gives an appealing readable text.  
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Figure 4.5 - Style guide 
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5. Implementation (or Construction) 

The implementation of each component will be elaborated in terms of the code structure 

and how it was implemented. One of the components is the object detection model that is 

built by using Python programming language. The other component is using a 

TensorFlow library which is an open-source framework for machine learning, and it is 

utilised for various tasks. Various types of machine learning models can be built with 

TensorFlow, and it includes convolutional neural networks (CNN) which is for image 

recognition, along with other models like natural language processing (NLP) and 

recurrent neural networks (RNN). The other component is the main front-end application 

that handles the user interactivity to use a camera for taking images of the food items, and 

it’s developed by using Java programming language.  
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5.1. Python model 

Initially the sample model that was trained and tested was deployed in an ONNX (Open 

Neural Network Exchange) file format. Since the optimized model format for a mobile 

device was a TensorFlow Lite format, the process in converting the ONNX file to a 

TensorFlow Lite format went with trial and error. Different methods were attempted to 

convert the file format, but it kept being stubborn and couldn’t convert the file format. So 

a different model was then trained and tested that was able to be extracted and deployed 

in a TensorFlow Lite format.  

The code below loads the image datasets for training, validation and testing from 

directories using the function ‘image_dataset_from_directory’ from TensorFlow. In this 

dataset is a set of fruits that is being trained and validated. The first line of the code sets 

the height and width of the image to 32 by 32 pixels. The batch size is set to 20 images, it 

determines the number of samples that will be propagated at a time during the training 

process. The template of the code that is split into train, validation, and test, creates 

TensorFlow datasets train_ds, val_ds, and test_ds from the images that is stored in the 

specified directories, along with the image size and the batch size.  

 

Figure 5.1.1 – Loading the image datasets 
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This code visualises a subset of images in the training dataset, and it defines a list of class 

names that correspond to the labels in the dataset. It creates a new figure with a size of 10 

by 10 inches by using plt from Matplotlib. The code ‘for i in range(9)’ is the loop that 

iterates over the first 9 images in the batch, and then the code ‘ax = plt.subplot(3, 3, i + 

1)’ creates a subplot within the figure grid of 3 by 3 and the i + 1 determines the current 

subplot position within the grid. Then it displays the image located at ‘i’ within the batch, 

then the .numpy() converts it to a NumPy array an.astype(“uint8”) converts the pixel 

values to unsigned integers to display the image correctly.  

 

Figure 5.1.2 – Defining a list of class names 

This defines the model into a convolutional neural network (CNN) by using the keras 

API tool from TensorFlow. It creates a model with a linear stack of layers called 

Sequential. The first layer rescales the input pixel values from 0,255 to 0,1 and it’s a 

common image processing task called normalization. Then it adds a 2D convolutional 

layer, in this example it’s with 32 filters, each with a 3 by 3 size. The ‘relu’ function is 

used which is Rectified Linear Unit.  

Then the next layer performs a max pooling operation that reduces the spatial dimensions 

of the feature maps that were obtained from the previous convolutional layers. In this 

code it’s repeated twice, then it flattens the input feature maps into a one dimensional 

array. Then it’s the dense layer and it has a number unit that corresponds to the number of 

classes in the classification task, in this case it’s 3 classes. Then a suitable activation 

function can be applied later during the training or evaluation.  
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Figure 5.1.3 – Defining the model into a convolutional neural network 

The training process is then configured for the model, and then compiles by specifying 

the optimizer to be used during the training which is ‘adam’. It’s a popular optimizer 

choice for gradient-based optimization algorithms. The next code defines the loss 

function to be optimised during the training, and ‘SparseCategoricalCrossentropy’ is 

suitable for multi-class classification problems with integer labels. The last line of code 

specifies the metrics to be evaluated during the training and testing, in this code it uses 

‘accuracy’ that calculates the accuracy of the model’s predictions.  

 

Figure 5.1.4 – Configuring the training process for the model 

Then it trains the model by using the ‘train_ds’ dataset and validates by using the 

‘val_ds’ dataset. Then the number of epochs is specified for which the model will be 

trained on and in this case it’s 10 epochs. Each epoch is one complete pass through the 

entire training dataset, and during the training the model will update its weights and 

biases. That will use the ‘adam’ optimizer to minimize the loss function which is 

‘SparseCategoricalCrossentropy’, and after each epoch the accuracy of the training and 

validation datasets will be calculated.  
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Figure 5.1.5 – Training the model 

5.2. TensorFlow library 

The TensorFlow library is imported in python with a simple code.  

 

Figure 5.2.1 – Importing the TensorFlow library 

The trained keras model is then converted into a TensorFlow Lite format, which is 

optimized for mobile devices. The model converts into a model.tflite format when 

deployed. The second line of the code invokes the convert() method of the converter 

object, and it converts the keras format to a TensorFlow Lite format. In the third line of 

code f.write(tflite_model) writes the contents of the model to a ‘model.tflite’ file.  

 

Figure 5.2.2 – Converting the model into a TensorFlow Lite format 

5.3. Java application 

The model was then implemented in a Java application through the Android Studio IDE. 

In the file system there’s an option to import a TensorFlow Lite model at the bottom right 

of the figure below, which is then added into the assets folder.  
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Figure 5.3.1 – Android Studio file system 

The code below specifies the permission declaration to access the camera on the device. 

It also declares the presence of a camera and the camera to support autofocus on the 

device.  

 

Figure 5.3.2 – Camera function permission declaration 
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This is the application element and its child elements in an xml file. It defines various 

attributes, activities, and metadata for an Android application, including its main and 

secondary activities, icons, labels, and themes.  

 

Figure 5.3.3 – Application element and its child elements 

This loads a TensorFlow Lite model file from the assets folder directory.  
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Figure 5.3.4 – Loading a TensorFlow Lite model 

This is a partial snippet of the main activity on the application where the users track the 

calorie intake when certain food items are added and display the calorie count. 

 

Figure 5.3.5 – Calorie count activity 
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This partial snippet of the code is the method loads expected recognition output results 

from a text file. The full code tests and ensures the object detection algorithm detects 

intended results when applied to a specific image.  

 

Figure 5.3.6 – Loading recognition results 

This a partial snippet from the code that provides a framework for implementing a 

camera functionality for image processing. This determines capability and the hardware 

support of the chosen camera.  
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Figure 5.3.7 – Camera activity
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6. Testing and Analysis 

6.1. Testing with food items 

The testing and analysis will go through the use test of the application, which will 

go through using the camera functionality and detecting selected food items and 

potentially other objects. The testing went by first trying to detect a simple food 

item like an orange or an apple, and the result was that it outputted the intended 

result of the food item which was an orange or an apple that was detected. Then 

other food items were tested like bread and pizza, which most of the time detected 

and outputted the correct name of the food item. A few tests gave incorrect 

predictions to certain food items like a muffin instead of bread or pancakes 

instead of pizza. Those tests showed that the model predicts certain food items 

that look similar to other foods, and recognizes the same patterns.  

6.2. Testing with non-food items 

Certain non-food items were tested like a mug or a mobile phone, and most of the 

cases it did not detect and predict any names of food. Except for at certain angles 

and glimpses of the image, the model detected the mug as a muffin and a fist as an 

apple. That again goes to the model’s accuracy on detecting similar patterns of the 

object within the image. This use test showed that the model can have different 

accuracies depending on certain data it was trained with and the quantity of data it 

trained with. 
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7. Discussion 

The application turned out with the bare minimum requirements of detecting the food 

with names that are outputted. The feature of having certain amount of calories for each 

food item was added that adds up on the counter for every food item it detects, and keeps 

track of the calorie intake. If there is anything that would be changed in this project is to 

recreate the application in React Native JavaScript. The reason is for a more universal 

deployment of a mobile application in terms of an operating system. The other addition 

that would be adjusted is the User Interface a bit with some separate pages added. If there 

was better time management in the process of development, additional features would be 

implemented of having the API connected to generate the recipes of certain food items 

that would detect and output. Additionally, with the features of a search bar system and a 

log history storage. 
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8. Conclusion 

The development of this project was informative in the process of using a host of 

technologies which were, Java in Android Studio, Python, and TensorFlow library. There 

were concerns of deploying the machine learning in the correct format and then 

implementing it in a mobile application. Since Android Studio had a feature tool to 

implement certain applicable machine learning models, it eased the processed slightly 

and it came together stable. Users were able to use the camera functionality to detect the 

food items that were chosen, and output the name of the food item and the calorie 

quantity that they intake.  

The aim was to understand more about machine learning that is used in image recognition 

applications. That aim was achieved with the research in different types of image 

recognition applications, methods and techniques that are used. The application gave a 

hands-on experience to develop and implement, while researching different tools and 

documents. That gave a valuable experience on working with the development process. It 

would be interesting for personal development and to test different optimal techniques 

and methods to create machine learning models that can be utilized. 
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